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Convergence of steady and unsteady formulations for inviscid
hovering rotor solutions
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SUMMARY

An upwind Euler solver is presented, and applied to multibladed lifting hovering rotor �ow. These �ows
can be simulated as a steady case, in a blade-�xed rotating co-ordinate system. However, forward �ight
simulation will always require an unsteady solution. Hence, as a stepping stone in the development
of a forward �ight simulation tool, both explicit steady and implicit unsteady simulations of the same
hovering case are presented. Convergence of the two approaches is examined and compared, in terms
of residual history, cost, and solution evolution, as a means of both validating the unsteady formulation
and considering implications for forward �ight simulation. Consideration of the solution evolution and
wake capturing shows that for hovering rotor cases, the unsteady and steady solutions are the same,
but the unsteady solution is more expensive in terms of CPU time. It is also shown that for hover,
the fewer real time-steps taken per revolution the more e�cient the implicit scheme is. However, this
is a characteristic of the case, which results in smooth solution variation between time steps. It is
also demonstrated that for rotary �ow simulation, the global residual is not a useful quantity to assess
convergence. The residual reaches a very low (constant in the implicit case) value while the solution
is still evolving. Copyright ? 2003 John Wiley & Sons, Ltd.

KEY WORDS: computational �uid dynamics; unsteady �ows; euler equations; structured grid
generation; rotor �ows

1. INTRODUCTION

One of the most demanding problems for numerical methods is the numerical simulation
of the �ow about a helicopter rotor. The complexity of the �ow—non-linear, highly three-
dimensional, and unsteady—is increased due to each blade moving into a �uid which has
already been disturbed by a previous blade. However, the accurate capture of the vortical
wake is vital, as the loading on a blade is a�ected signi�cantly by this wake, and particularly
the tip vortex, shed from the previous one. Hence, not only is the �ow-�eld more complex than
a �xed-wing case, but must be captured over a larger distance away from the solid surface.
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This leads to di�erent requirements of the numerical mesh for a rotary-wing �ow than a
�xed-wing �ow, since the vortical wake capture requires a much higher grid density away
from the surface than for a �xed wing case, where far-�eld mesh and solution are normally of
little signi�cance. Hence, rotary-wing �ow computations require �ner meshes than �xed-wing
�ows, and a large numerical integration time for the wake to develop over several turns,
and this leads to impractical run times. These run-times can be reduced by parallelizing the
code [1] or, if a parallel platform is not available, a multigrid approach [2]. However, it has
been shown [2, 3] that multigrid acceleration is not as e�ective for hovering rotor �ows as
it is for �xed-wing �ows. One reason for this is the very slow development of the vortical
wake. It was also shown in Reference [2] that the residual level does not give an accurate
representation of a rotor �ow convergence. The residual tends to level o�, even though the
solution has not converged. This paper explores this further, by considering the e�ects of
the time-stepping scheme on the solution evolution, convergence and wake capturing, during
steady and unsteady simulation of lifting hovering rotor �ow.
Hovering �ight can be simulated as a steady problem, in a blade-�xed rotating co-ordinate

system. However, the next stage of this research is to simulate forward �ight, and this will
always require a full unsteady simulation. Hence, steady explicit and unsteady implicit meth-
ods have been developed and applied to lifting hovering �ows, as a stepping stone in the
development of a forward �ight simulation tool. The convergence of the two approaches is
examined and compared, in terms of residual history, cost, solution evolution and wake cap-
turing, as a means of both validating the unsteady formulation and considering implications
for forward �ight simulation.
Numerical solutions for hovering rotors have been considered previously, for inviscid �ows,

see for example References [1, 4–14], and for viscous �ows, see for example References
[15–17]. It has been demonstrated previously [9] that the numerical dissipation used by central-
di�erence schemes has a signi�cant e�ect on the solution, in terms of wake capturing and
hence convergence rate. An upwind Euler solver is used in the current work, since this
accurately models the physics of the �ow, in terms of characteristic behaviour, and so is
naturally dissipative. A �nite-volume solver is presented, based on the �ux-vector splitting of
Van-Leer [18].
Structured grids are used, in conjunction with a periodic transformation [19], for rotary-wing

grid generation for hovering �ight.
In this paper the steady and unsteady forms of the �ow-solver are presented, followed

by grid generation aspects of single block grids. Then solution evolution, convergence, and
wake capturing are considered for computations of lifting hovering multi-bladed rotor �ows,
using steady and unsteady computations. Finally, the implications of the presented results are
discussed for forward �ight simulations.

2. EULER SOLVER

The computation of �ows about a rotor blade in hover requires a rigid but rotating grid.
However, there are then two options: the �ow can be computed as a time-dependent �ow using
an unsteady solver, or the equations can be transformed to a blade-�xed rotating reference
frame. In this frame the hover case is then a steady problem, and a steady solver can be used.
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2.1. Steady approach

The equations may be transformed in terms of absolute or relative velocities. Absolute ve-
locities are used here. If the frame rotates with angular velocity �=[�x;�y;�z]T, and the
absolute velocity vector in the rotating frame is denoted by qr = [ur ; vr ; wr]T, the resulting
Euler equations in integral form are then

d
dt

∫
Vr
Ur dVr +

∫
@Vr
Fr :nr dSr +

∫
Vr
Gr dVr = 0 (1)

where

Ur =




�

�ur

�vr

�wr

E



; Fr =




�[qr − (�× r)]
�ur[qr − (�× r)] + Pi r

�vr[qr − (�× r)] + Pjr

�wr[qr − (�× r)] + Pkr

E[qr − (�× r)] + Pqr



; Gr =




0

�(�× qr) : i r
�(�× qr) : jr
�(�× qr) :kr

0




(2)

Here Gr is the source term resulting from the transformation, and r=[xr ; yr ; zr]T is the co-
ordinate vector. This is a steady case, as the grid speeds are constant, i.e. the co-ordinate
vector is constant in the rotating frame. The equation set is closed by

P=(�− 1)
[
E − �

2
q2
]

(3)

2.2. Upwind di�erence scheme

A �nite-volume upwind scheme is used to solve the integral form of the Euler equations
(Equation (1)), since by correctly modelling the characteristic behaviour of the �ow upwind
schemes are naturally dissipative. The �ux-vector splitting of Van-Leer [18, 20] is used.
For each cell face a local orthogonal co-ordinate system (�; �; �) is adopted, where the

principal co-ordinate direction � is normal to the cell face. The unit normal to each cell face
is de�ned as the unit vector in the � direction, n�. Unit vectors in two directions, lying in
the cell face, n� and n �, are then de�ned to form an orthogonal axis system.
To compute the �ux in the principal direction, i.e. the total �ux across the face, the cartesian

velocity components in the local cell face axis system are required,

�u= qr :n� (4)

�v= qr :n� (5)

�w= qr :n � (6)

and the contravariant velocity normal to the face

�U =[qr − (�× r)] :n� (7)
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The general �ux function in the principal direction, �F, is then

�F=




� �U

� �U �u+ P

� �U �v

� �U �w

E �U + P �u




(8)

and the total �ux across the face is simply �FA, where A is the cell face area.
However, since quantities are evaluated at cell face centres, care must be taken when

evaluating the rotational terms. To avoid introducing error the condition

6∑
k=1
(�× r) :n�Ak =0 (9)

where k represents the six cell faces, must be satis�ed. To satisfy this condition the area
moment vector is de�ned for each cell face

M=
∫
@Vr
r× n dSr (10)

and is evaluated as in Reference [21]. If this vector is normalized by cell face area

�M=
M
A

(11)

the contravariant velocity can be expressed as

�U = qr :n� − � : �M (12)

The general �ux vector is split into a forward part, �F
+
, associated with positive moving

waves only, i.e. all eigenvalues of @ �F
+
=@U¿0, and a backward part, �F

−
, associated with

negative moving waves only, all eigenvalues of @ �F
−
=@U60. At each cell face a pair of states

are thus de�ned and a single numerical �ux derived from this pair. The split �ux components
are,

�F
±
=




f±
mass

f±
mass :[

(− �U±2a)
� + �u]

f±
mass : �v

f±
mass : �w

f±
energy




(13)

where

f±
mass = ± �a

4
( �M ± 1)2 (14)
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f±
energy =f±

mass

{
[(�− 1) �U ± 2a]2

2(�2 − 1) −
�U 2

2
+
q2

2
+ (� : �M)

(− �U ± 2a)
�

}
(15)

and the Mach number normal to the cell face is de�ned as

�M =
�U
a

(16)

a=

√
�P
�

(17)

The above splitting is only valid for | �M |61. Otherwise
�F
+
= �F

�F
−
=0


 �M¿1 (18)

�F
+
=0

�F
−
= �F


 �M¡− 1 (19)

The values of the conserved variables used in the split �uxes must be consistent with the
splitting, i.e. the positive vector must be evaluated using information from upstream (in the
principal direction) of the cell face only, and the negative vector using information from
downstream only. Hence the �ux vector is split by

�F= �F
+
(U+r ) + �F

−
(U−

r ) (20)

with the upwind interpolations given by a third-order spatial interpolation [22]. High order
schemes su�er from spurious oscillations in regions of high �ow quantity gradients, and so
a �ux limiter is required, and the continuously di�erentiable one due to Anderson et al. [22]
was chosen.
Once �F has been split into its components the resulting �ux must be rotated back to the

original co-ordinate system. This is achieved by

Fr :nr = [R]−1[ �F
+
(U+r ) + �F

−
(U−

r )] (21)

where [R] is the rotation matrix.

2.2.1. Explicit time-stepping scheme. An explicit multi-stage Runge–Kutta scheme is used to
integrate the equations forward in time. However, the four-stage scheme of Jameson et al.
[23] is not e�cient for an upwind scheme, since the stability limit is greatly reduced from
the 2

√
2 value for a central di�erence scheme [24]. A three-stage scheme is used, which can

operate at a CFL number of 1.5. The time-stepping scheme used for each computational cell
to integrate from time level n to n+ 1 is

Un+�j
r =Un

r − �j
�t
V

{
VGr(U

n+�j−1
r ) +

6∑
k=1
[R]−1k [ �F

+
(U+r )

n+�j−1

k + �F
−
(U−

r )
n+�j−1

k ]Ak

}
(22)
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with �0;1;2;3 = 0; 14 ;
1
2 ; 1. In the above, V is the cell volume, and k represents the six cell faces.

The source term is a volume integral, so does not need to be upwinded.
Apart from the �ux-limiter, no dissipation is required by the upwind scheme since, by

accurately modelling the physics of the �ow the upwind di�erencing is naturally dissipative.
As this is a steady �ow local time-stepping is used to accelerate convergence.

2.3. Unsteady approach

The Euler equations in integral form for a mesh rotating in a �xed axis system are

d
dt

∫
V
U dV +

∫
@V
F :n dS=0 (23)

where

U=




�

�u

�v

�w

E



; F=




�[q − (�× r(t))]
�u[q − (�× r(t))] + Pi

�v[q − (�× r(t))] + Pj

�w[q − (�× r(t))] + Pk

E[q − (�× r(t))] + Pq




(24)

The co-ordinate vector r(t) is time dependent in the �xed axis system, i.e.

r(t)= [R(t)]r(0) (25)

where [R(t)] is the time-dependent rotation matrix. The z-axis is taken as the rotation axis
here, and so

[R(t)]=



cos(�zt) sin(�zt) 0

− sin(�zt) cos(�zt) 0

0 0 1


 (26)

The equation set is again closed by

P=(�− 1)
[
E − �

2
q2
]

(27)

The upwind scheme outlined in the previous section is used, with the grid speed terms now
time dependent.

2.3.1. Implicit time-stepping scheme. An implicit form of the di�erential equation for each
computational cell is considered,

@(Vn+1Un+1)
@t

+R(Un+1)=0 (28)

where V is the time-dependent cell volume and R is the upwinded �ux integral. The implicit
temporal derivative is then approximated by a second-order backward di�erence, following
Jameson [25]. However, the hovering rotor case is started by moving the blade into a stationary
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�uid, and a small initial time-step is required to start the computation. This time-step can be
increased during the computation, so a variable time-step scheme is adopted. If �t n+1 is the
time-step from time level n to n+ 1, and �t n the time-step from time level n − 1 to n, the
scheme can be written as

(2�t n+1 +�t n)
(�t n+1 +�t n)�t n+1

[Vn+1Un+1]− (�t n+1 +�t n)
�t n+1�t n

[VnUn]

+
�t n+1

(�t n+1 +�t n)�t n
[Vn−1Un−1] +R(Un+1)=0 (29)

Un+1 must now be iterated on to satisfy this equation. To achieve this a new residual R∗(U)
is de�ned as

R∗(U) =
(2�t n+1 +�t n)

(�t n+1 +�t n)�t n+1
[Vn+1U]− (�t n+1 +�t n)

�t n+1�t n
[VnUn]

+
�t n+1

(�t n+1 +�t n)�t n
[Vn−1Un−1] +R(U) (30)

and then a new di�erential equation can be written in terms of a �ctitious time �, (called
pseudo-time)

Vn+1 dU
d�
+R∗(U)=0 (31)

This is simply time-marched to convergence in the �ctitious time �, for each real time-
step. Clearly as R∗ → 0;U → Un+1. For each real time-step Equations (31) are solved to
convergence using a form of the multi-stage time-stepping scheme with local time-stepping that
is used for steady computations. The R.H.S. is manipulated such that it is implicit and gives
a ‘residual’ that tends to zero, see Reference [26] for more details. For example integrating
from pseudotime-level m to m+ 1, the scheme would be

(
1 + �j

��(2�t n+1 +�t n)
(�t n+1 +�t n)�t n+1

)
Um+�j

= Um + �j
��(2�t n+1 +�t n)
(�t n+1 +�t n)�t n+1

Um+�j−1 − �j
��
V n+1

{
(2�t n+1 +�t n)

(�t n+1 +�t n)�t n+1

×Vn+1Um+�j−1 − (�t n+1 +�t n)
�t n+1�t n

V nUn +
�t n+1

(�t n+1 +�t n)�t n
V n−1Un−1

+
6∑

k=1
[R]−1k [ �F

+
(U+)m+�j−1

k + �F
−
(U−)m+�j−1

k ]An+1
k

}
(32)

with �0;1;2;3 = 0; 14 ;
1
2 ; 1. k represents the six cell faces, and �� is the pseudotime-step. There is

no limit to the size of the real time-step that can be taken and this leads to a large reduction
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in CPU time compared to an explicit scheme [26–28]. The time step is limited by accuracy
rather than stability, which is the reason small time-steps are used at the beginning of the
computation. This approach means that the instantaneous grid positions and speeds, and the
geometric quantities (normal vectors, areamoment vectors, etc.), only have to be recomputed
once every real time-step, and remain constant during the pseudo-time iterations. The cell
volumes are constant for this case.
To improve convergence, the initial guess of the solution at the next time-level is set using,

Un+1 =Un +
�t n+1

�t n
{Un −Un−1} (33)

In fact, the same code can be used for both steady and unsteady simulations. Two angular
velocities are de�ned relating to steady �ow, �st, and unsteady �ow, �un, and the time-step
coe�cients in Equation (32) labelled as

Tn+1 =
(2�t n+1 +�t n)

(�t n+1 +�t n)�t n+1
(34)

Tn =
(�t n+1 +�t n)
�t n+1�t n

(35)

Tn−1 =
�t n+1

(�t n+1 +�t n)�t n
(36)

The general solution procedure is then (dropping r subscript)

(1 + �j��T n+1)Um+�j =Um + �j��T n+1Um+�j−1 − �j
��
V n+1

{
Tn+1Vn+1Um+�j−1 − TnV nUn

+Tn−1Vn−1Un−1 + Vn+1G(Um+�j−1)

+
6∑

k=1
[R]−1k [ �F

+
(U+)m+�j−1

k + �F
−
(U−)m+�j−1

k ]An+1
k

}
(37)

with �0;1;2;3 = 0; 14 ;
1
2 ; 1. k represents the six cell faces, and

G=




0

−��stv

��stu

0

0



; r(t)=



cos(�unt) sin(�unt) 0

− sin(�unt) cos(�unt) 0

0 0 1


:r(0) (38)
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To run a steady simulation
�st =�z

�un =0

Tn−1 =Tn=Tn+1 =0

(39)

the number of real timesteps=1, and m represents n and �� represents �t in the timestepping
scheme. For an unsteady simulation

�st = 0

�un =�z

(40)

Hence, for a steady simulation all geometric quantities are �xed (in the blade-�xed co-
ordinate system), while for an unsteady case the source term vanishes, and all geometric
terms are time-dependent.

2.4. Boundary conditions

At upper, lower, and spanwise far�eld boundaries, characteristic based conditions are applied.
At periodic planes, the conserved variables required in neighbouring cells (i.e. the cells ad-
jacent to the periodic planes are treated as internal cells) are evaluated using the following
transformations:




�

�u

�v

�w

E



Downstream

=




1 0 0 0 0

0 cos(2�=Nb) sin(2�=Nb) 0 0

0 − sin(2�=Nb) cos(2�=Nb) 0 0

0 0 0 1 0

0 0 0 0 1



:




�

�u

�v

�w

E



Upstream

(41)




�

�u

�v

�w

E



Upstream

=




1 0 0 0 0

0 cos(2�=Nb) − sin(2�=Nb) 0 0

0 sin(2�=Nb) cos(2�=Nb) 0 0

0 0 0 1 0

0 0 0 0 1



:




�

�u

�v

�w

E



Downstream

(42)

where Nb is the number of blades.

3. PERIODIC GRID GENERATION

A trans�nite interpolation method, originally described by Gordon and Hall [29], is used to
generate structured grids.
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Figure 1. (a) and (b) Two views of computational domain and blade.

For N -bladed hovering rotor calculations only one blade, and 1=N of the cylindrical domain,
need be considered, and the up- and downstream boundary planes can be treated as periodic
boundaries. See References [4, 19] for details of the grid generation. To improve grid quality
an elliptic smoothing scheme is also applied, see References [30, 19]. The geometry considered
is that of the well-known Caradonna–Tung two-bladed rotor [31]. This is a rotor with no twist
or taper, aspect ratio six, with a constant NACA0012 section. The incidence is 8◦. In the hover
case only one blade, and half the physical domain, need be considered. The axis system used
is z vertical, y spanwise (from root to tip) and x to give an orthogonal system. Hence the
rotation vector is �=[0; 0;�z], and the y=0 plane is the periodic plane.
The mesh used in the computations is an O–H mesh of dimensions 161(chord) ×113(span)×

65(vertical) points, with 65 spanwise sections on the blade. Figure 1 shows the extent of the
computational domain. Figure 1(a) is a view from above, showing the positions of the blade,
hub, and periodic and spanwise far�eld planes, and (b) shows the positions of the upper and
lower far�eld planes. Figure 2(a) shows the blade surface and the hub boundary plane, and
(b) the blade near the tip, showing an O-plane variation.

4. RESULTS

The Caradonna–Tung hovering rotor test case with a tip Mach number of 0.794 was run using
the explicit and implicit scheme. The implicit scheme was run with 30, 60, 120 and 360 real
time-steps per rotation, i.e.

�t=
2�

NT�z
(43)
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Figure 2. (a) Blade surface mesh and hub plane, (b) blade tip region.

Figure 3. Upper surface pressure coe�cient and mach contours.

where NT =30; 60; 120 or 360. The initial time-step was 1=20 of this, and was increased
to the constant value over the �rst twenty time-steps. The converged explicit and implicit
solutions were identical. The upper surface pressure coe�cient and Mach contours are shown
in Figure 3 (50 contour levels are plotted between −1:0 and 1.5 for CP and between 0.0 and
1.55 for Mach number).
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Figure 4. Computed and experimental pressure coe�cient at radial stations.

Also shown, in Figure 4, are surface pressure coe�cient variations at several spanwise
stations compared with experimental results (plotted as squares). The results compare well,
except for the computed result showing stronger shock strength. This is expected since vis-
cosity will weaken shock strength compared to an inviscid result.
The solution evolution was investigated by considering the vorticity contours in the down-

stream periodic plane (90◦ behind the blade) during the computations. Figure 5 shows vorticity
contours during the explicit computation. Every 5000 time-steps are shown. Hence, almost
30000 time-steps are required for convergence.
Figure 6 shows vorticity contours in the downstream periodic plane during the implicit

computation. The solutions after 1, 3, 5, 8, 12 and 20 revolutions are shown. Almost 20
revolutions are required for convergence.
Figure 7 shows the convergence history for the explicit scheme and the implicit scheme

with 60 real time-steps per revolution. The revolution count during the unsteady computation
is also shown for comparison. The convergence of the implicit scheme with other values of
NT was similar except for a scaling in the revolution count, see below. The residual is de�ned
as

RES =

√√√√ 1
ni :nj :nk

ni∑
i=1

nj∑
j=1

nk∑
k=1

{(
��
�t

)2
+

(
��u
�t

)2
+

(
��v
�t

)2
+

(
��w
�t

)2
+

(
�E
�t

)2}
i; j; k

(44)

(for the implicit scheme this is computed using ��). The pseudotime-stepping scheme was
run either until the residual reduced to below 10−6 or a maximum number of pseudotime-
steps were performed. A minimum number of pseudo time-steps was also set. As the implicit
residual jumps on the �rst pseudotime-step of each real time-step, then converges, clarity
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Figure 5. Vorticity contours on downstream periodic plane. Explicit solution, every 5000 time-steps.
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Figure 6. Vorticity contours on downstream periodic plane. Implicit solution
after 1, 3, 5, 8, 12, and 20 revolutions.
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Figure 7. Explicit and implicit convergence history.

Figure 8. Implicit convergence over �rst four time-steps of �fth revolution.

prevents every iteration being plotted. Hence, only the residual on the �nal iteration every
real time-step is plotted.
Figure 8 shows every iteration over the �rst four time-steps of the �fth revolution, for the 60

real time-steps per revolution solution. This shows how, once the solution becomes periodic,
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Table I. Time-step count for unsteady solutions with varying real time-steps per revolution.

Average number of Total number of
Number of real time-steps pseudotime-steps pseudotime-steps for
per revolution (NT) per real time-step 20 revolutions=103

30 119 71

60 91 109

120 69 166

360 43 310

the convergence each time-step becomes identical. Hence, even though the solution is still
evolving there is no evidence of this in the residual. Examination of the blade loads, or detailed
examination of the �ow�eld is required to ascertain whether the solution has converged. The
other implicit solutions show identical behaviour. Table I presents the average number of
pseudotime-steps per real time-step, and total number of pseudotime-steps for a 20 revolution
simulation, for varying numbers of real time-steps per revolution. This shows that the fewer
real time-steps per revolution are used the more e�cient the implicit scheme is.

5. IMPLICATIONS FOR FORWARD FLIGHT

Forward �ight is a fundamentally di�erent �ow to hovering �ight. In hover the solution varies
e�ectively linearly between adjacent time levels due to constant rotation rate. For hovering
simulation two conclusions may be drawn: the fewer real time-steps per revolution the cheaper
the implicit scheme is, and the implicit scheme is always signi�cantly more expensive than
the explicit.
Clearly these conclusions have serious implications for forward �ight simulations. The un-

steady scheme must be used here, but more real time-steps per revolution will be required
than for hover, to accurately capture the unsteady wake and particularly to simulate BVI
e�ects. However, it is likely that fewer revolutions will be needed in forward �ight, since
the wake is swept downstream and capture of many turns is not required. Hence, although
moving from hover to forward �ight the number of real time-steps per revolution will need to
be increased for accuracy, the number of revolutions is likely to be signi�cantly lower than
the twenty required to converge the hover case here.
It must also be remembered, however, that for forward �ight the complete rotor disk must

be solved, so both the grid density and distribution will need to be modi�ed from the hovering
case.
The real interest in forward �ight, and main long-term application of the current research,

is aeroelastic simulation. This requires the fully synchronised time-accurate coupling of CFD
code with structural dynamics code in the time domain. The implicit scheme adopted here
is ideal for such applications, since it involves solving a ‘steady-type’ problem for each real
time step. Hence, the solution of the structural equations of the rotor blade �t naturally into
the time stepping scheme, and synchronisation of both codes in time is simple to guarantee.
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Algebraic grid motion schemes applicable to elastically deforming surfaces have already been
developed, see for example Reference [32].

6. CONCLUSIONS

An upwind Euler solver has been presented, and applied to multibladed lifting hovering rotor
�ow. Both an explicit steady formulation and an implicit unsteady formulation have been
presented, and applied to the same hovering case, as a means of both validating the unsteady
code and considering implications for forward �ight. Comparison of the two formulations, in
terms of residual history, cost, and solution evolution, has shown that for hovering rotor cases,
the unsteady and steady solutions are the same, but the unsteady solution is more expensive
in terms of CPU time. It is also shown that for hover, the fewer real time-steps taken per
revolution the more e�cient the implicit scheme is. However, this is a characteristic of the
case, which results in smooth solution variation between time steps. The unsteady scheme
is essential for a forward �ight case and, furthermore, more real time-steps will be needed,
since the unsteady wake must be represented accurately to simulate BVI e�ects. However, it
is likely that fewer revolutions will need to be computed in this case as the wake is swept
downstream away from the blades, so the slow wake development demonstrated here for
hover will not be a problem. Hence, forward �ight simulation may not be signi�cantly more
expensive than hover for a similar grid density, but it must also be remembered that the entire
rotor disk must be solved in forward �ight, so the grid density and distribution will need to
be changed.
It has also been demonstrated that for rotary �ow simulation, the global residual is not a

useful quantity to assess convergence. The residual reaches a very low (constant in the implicit
case) value while the solution is still evolving. Since the residual as de�ned in Equation (44)
was shown not to be an accurate indicator of convergence, it may be more appropriate to use
the residual of the di�erential equation instead.

NOMENCLATURE

a acoustic speed
A cell face area
c aerofoil chord
CT thrust coe�cient
E total energy
f trans�nite interpolation function
f±
mass split mass �ux components

f±
energy split energy �ux components
F �ux vector
�F �ux vector normal to cell face
�F
±

split �ux vector components normal to cell face
G source term vector
�M Mach number normal to cell face
M cell face area moment vector
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�M normalized cell face area moment vector
n outward cell face normal vector
Nb number of blades in rotor disk
NT number of real time-steps per revolution
P static pressure
q velocity vector
r co-ordinate vector
R rotation matrix
R residual vector
RTip blade tip radius
t time
�t time step
u; v; w velocity components
U contravariant velocity
�u; �v; �w velocity components in local cell face axis
�U contravariant velocity normal to cell face
U conserved quantity vector
U∞ freestream speed
V cell volume
x; y; z inertial co-ordinates
�j time-step factor
� ratio of speci�c heats
	 spatial interpolation weighting parameter
�; �; � parametric co-ordinates
 blending function
� density

 solidity of rotor
� angular velocity vector
� angular velocity

Subscripts

r rotating reference frame
st steady �ow
un unsteady �ow
i gridpoint counter around each blade section
j gridpoint counter spanwise direction from hub outward
k gridpoint counter from inner boundary outward
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